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Summary
Carbon capture and storage is crucial in combating global climate change by effectively mitigating carbon emissions. Deep saline aquifers 
possess the largest identified storage capacity, making them the preferred storage location. However, when CO2 is injected underground, 
it tends to escape through interconnected fractures or reactivated faults toward the ground due to buoyancy. Thus, studying the impact of 
CO2 injection on faults and the feedback effect of fault activation on CO2 leakage is significant. In this work, we develop and validate a 
fully coupled thermo-hydro-mechanical (THM) model to simulate mutual interactions between CO2 injection, fault movement, and CO2 
plume propagation. We further analyze the elastoplastic failure behavior of faults, and our simulation results show that fault activation 
leads to a dramatic change in permeability properties, which are highly heterogeneous and exhibit a strong dependence on plastic damage. 
In addition, the hydraulic behaviors of reservoirs are compared under closed (no-flow) and more generally open (hydrostatic pressure) 
boundaries. In a decades-long industrial-scale CO2 continuous injection scenario, the reservoir pressure disturbance under closed bound-
aries reaches 39%, whereas the pressure disturbance under open boundaries is less than 1%. This stark contrast underscores the paramount 
importance of boundary conditions and highlights the necessity to delve into whether effective fluid trapping zones can be formed in the 
vicinity of faults. Finally, we focus on optimizing decoupling strategies for tackling this multiphase, large-scale, and nonlinear THM 
problem. We compare six decoupling sequences exhaustively, and the test results reveal that the sequence in which the fields are solved 
significantly impacts the stability and convergence rate of the numerical model. Specifically, the sequence of first seepage, then tempera-
ture, and finally displacement fields yields the best stability and convergence and also maintains precision, offering a valuable reference 
for tackling such THM challenges efficiently.

Introduction
As accepted by most scientists, the increase in average global temperature over the past 50 years is likely due to the rise in anthropogenic 
greenhouse gases in the atmosphere, such as methane and CO2 (Metz et al. 2005). Underground storage of CO2 is considered an effective 
means to combat global warming. Injecting CO2 into “depleted oil and gas reservoirs, deep saline aquifers, and coal seams has been sug-
gested as an important method” for mitigating greenhouse gas emissions (Rutqvist et al. 2002). Among these, the caprocks are frequently 
traversed by numerous wells for depleted oil and gas reservoirs, potentially compromising the integrity of storage confinement. For coal 
seams, due to the strong adsorption of CO2 by coal, CO2 storage in economically nonviable coal beds has been suggested and operated in 
some pilot projects globally (White et al. 2005; Bachu 2007). However, the ultralow permeability of coal seams hinders the success of 
coal seams in storing CO2, leading to this method being largely abandoned in practical applications (Celia et al. 2015). According to Metz 
et al. (2005), deep saline aquifers exhibit the greatest recognized storage capacity and are far more prevalent worldwide compared with 
hydrocarbon reservoirs, which makes them the preferred storage location for large-scale carbon capture and storage (CCS) activities.

In principle, sedimentary basins, which feature layered sequences of permeable rocks like sandstones or carbonates, topped by imper-
meable caprocks like shales, are viable options for CO2 sequestration, provided that they remain unfaulted. Based on this consideration, 
we should try to avoid large faults and crack development areas when selecting CO2 storage sites to reduce the CO2 leakage risk. 
However, the strata are often naturally fractured and even accompanied by large faults. For instance, “natural CO2 flow through active 
fault zones was observed during the 1997 Umbria-Marche seismic sequence in northern Italy” (Cappa and Rutqvist 2011), and Miller 
et al. (2004) proposed that “aftershocks of large earthquakes may be driven by the coseismic release of trapped, high-pressure fluids (CO2) 
propagating through damaged zones created by the mainshock.” Besides this, the geomechanical response of faults during CO2 injection 
has also been observed at the In Salah CO2 storage site, where the “flow associated with the injection of CO2 does extend several kilome-
ters laterally within the reservoir, following the fault zone” (Ringrose et al. 2009; Vasco et al. 2010).

Additionally, significant density contrast exists between injected CO2 and saline water. The density of CO2 is about 250–800 kg/m³ at 
a depth range of 600–1000 m, depending on temperature and pressure gradients (Bachu 2003), while the density of saline water may 
exceed 1200 kg/m³ (Celia et al. 2015). Thus, when CO2 is injected underground, it tends to escape toward the ground through intercon-
nected fractures or reactivated faults due to strong buoyancy; CO2 sequestration is expected to form plumes that cover a significant area 
extent (Pruess 2008). Meanwhile, some studies have shown that for industrial-scale CO2 storage projects, the injection of CO2 can cause 
fluid pressurization that impacts a region spanning beyond a 100-km radius (Pruess 2004; Birkholzer and Zhou 2009). Within such a wide 
range, it is difficult to completely avoid weak areas with major faults or large cracks. Therefore, studying how CO2 injection affects fault 
behaviors and the feedback effects brought by fault activation has practical significance in assessing the security of CCS activities.

CO2 sequestration coupled with fault activation is a comprehensive multiphase and multiphysics problem. To capture the migration 
pattern of CO2 plumes, it is necessary to calculate the multiphase seepage field. Mechanical deformation and stress fields also need to be 
included to determine whether faults will become active. In addition, the strong dependence of CO2 density on temperature, combined 
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with the temperature differences between the injected CO2 and the host formation, can have a substantial influence in many situations 
(Gasda et al. 2013). For instance, CO2 can migrate upward along the activated faults or high-permeability fractures to shallower pressure 
environments, posing the potential for swift depressurization and resulting in a phase change to the gas phase, which enhances Joule-
Thomson cooling (Pruess 2005Pruess 2008; Celia et al. 2015), and then the thermal stress may have a potential impact on fault slip and 
seismic activities (Ganguli et al. 2018; Ganguli and Sen 2020; Meguerdijian et al. 2022; Sáez-Leiva et al. 2023; Wu et al. 2023). Therefore, 
the CO2 storage problem considering fault activation entails a THM modeling. Rutqvist et al. (2002) conducted a pioneer work in analyz-
ing the CO2 storage problem with a THM model, using a sequential coupling method to link two widely validated commercial software 
(i.e., TOUGH2 and FLAC). They used TOUGH2 + FLAC to investigate fault instability and crustal deformation (Rutqvist et al. 2007; 
Cappa et al. 2009). Subsequently, Cappa and Rutqvist (2011) developed a hydromechanical (HM) coupling model for fault reactivation 
investigation due to CO2 injection in deep aquifers. They compared three modeling approaches for analyzing fault instability processes, 
finding that the HM behavior of faults can be appropriately represented with a finite-thickness element and isotropic plasticity approach. 
However, they neglected the temperature variation in the rock mass and fluid, leading to an assessment conclusion based on the isothermal 
assumption.

Recent investigations provide insights into fault activation. Rutqvist et  al. (2016) summarized the insights gained from modeling 
investigations focusing on fault reactivation, induced seismicity, and the possibility of CO2 escape caused by CCS activities. They sug-
gested that heterogeneous fault properties could effectively reduce the likelihood of inducing seismicity. Additionally, they argued that 
brittle rocks should be avoided when selecting CO2 storage sites, as “they are more prone to injection-induced seismicity and permanent 
damage.” March et al. (2018) assessed the CO2 storage potential in naturally fractured reservoirs, which have received little attention due 
to the risk of CO2 leakage along high conductivity fractures. Their results show that “naturally fractured reservoirs can be used to store 
CO2”; however, their study overlooked the influence of fluid injection on the stress field and the disturbance effect of mechanical stress 
on fracture width. Fu et al. (2017, 2021) developed an interest in fracture propagation caused by CO2 injection. They established a coupled 
THM fracturing model (i.e., GEOS) to simulate the initiation and growth of fractures. In these works, they summarized that the generation 
of cracks could improve the storage efficiency of CO2 under carefully designed stimulation treatments. They believed that a precise pres-
sure control can ensure the opening of cracks without penetrating the caprock and improve injection efficiency. However, they also 
pointed out that “sustaining such a fracture may lead to continuously increasing pressure until the caprock fractures,” which poses addi-
tional challenges to the injection process.

Meguerdijian and Jha (2021) quantified “the fault leakage dynamics” based on the leakage magnitude and dip angle. They emphasized 
that a smaller induced slip event could potentially result in a greater leakage magnitude than a larger one, indicating that the risks of 
induced seismicity and leakage should not be considered synonymous. Luu et al. (2022) developed a coupled HM model to simulate 
induced seismicities from CO2 injection in the Illinois Basin; the modeling indicates that, in addition to changes in fluid pressure, consid-
ering changes in poroelastic stress is important for accurately simulating seismicity rate. Glubokovskikh et al. (2022) conducted a case 
study on Stage 2C of the “CO2CRC Otway Project” (Victoria, Australia), where “a small leakage-like injection triggered seismicity below 
the felt levels.” Their site monitoring and simulation results indicated that “the reactivation occurred when CO2 plume reached the fault,” 
and they pointed out that the activation of the pre-existing fault may not be caused by pressure buildup, but rather by the injection of CO2 
gas that “weakens the rocks filling the fault gouge, thus making the fault more prone to reactivation.”

Due to the complexity of multiphase, multicomponent problems, a common approach involves utilizing distinct specialized simula-
tors, such as TOUCH2 + FLAC or MUFITS + FLAC (Kanin et al. 2024). Users need to write their interfaces to call different software 
functions and transfer data. In contrast, in this paper, we develop a fully coupled and integrated multiphase THM model, where all gov-
erning equation sets are formulated within COMSOL Multiphysics®. Moreover, given that fully coupled computing is overly time-
consuming, we have compared multiple decoupling schemes and aimed to find a relatively robust and efficient decoupling strategy for 
addressing these large-scale, nonlinear multiphase THM challenges. In addition, concerning the numerical study on fault activation 
induced by CO2 injection, we note that there is limited discussion on diverse boundary conditions. Researchers frequently employ tailored 
boundary conditions to enhance fault activation, such as 2D axisymmetric models (Cappa and Rutqvist 2011; Rinaldi et  al. 2015; 
Meguerdijian and Jha 2021), akin to a conservative risk assessment that assumes the worst-case scenario. Specifically, Rinaldi et al. 
(2015) simplified the geometric configuration to be symmetrical and imposed no-flow boundaries for a high reservoir pressure. Given the 
inherent randomness of geological structures, it is evident that such symmetric or impermeable boundary conditions represent merely 
specific cases (Hansen et al. 2013). Hence, we posit that it is imperative to delve into more generalized scenarios. To this end, we have 
compared the effects of more general open boundaries with those of impermeable boundaries on fault activation status, elucidating the 
role of boundary conditions in shaping numerical simulation outcomes.

This paper is organized as follows. In the “Methods” section, we introduce the governing systems, constitutive models of the fault, and 
the implementation of the coupled multiphase THM model. In the “Numerical Verification” section, we assess the reliability of our 
numerical model by comparing it against two analytical models. In the “Application in 3D Fault Activation Model” section, we conduct 
numerical studies on fault activation based on 3D structures of the fault system. In the “Discussion” section, we conduct an in-depth 
discussion on the influence of decoupling order on the stability of numerical systems. Finally, in the “Conclusions” section, we summarize 
the main results and findings of this work.

Methods
Mass Balance Laws. Introducing pure CO2 into an underground saline aquifer results in the formation of a two-phase system (i.e., the 
CO2-rich and brine phases). In fact, CO2 is slightly miscible with the brine, and CO2 solubility is approximately 5% by mass under general 
reservoir conditions (Nordbotten et al. 2005). A smaller volume fraction of H2O, less than 1% by volume (Celia et al. 2015), can evaporate 
into the CO2-rich phase. Consequently, we are dealing with a multiphase, multicomponent complex system when injecting CO2 into a 
saline aquifer. Here, the evaporation of brine is ignored. Similarly, given that CO2 dissolution exerts negligible influence on both the pore 
pressure field and faults’ stress state (Meguerdijian et al. 2022), its weak solubility is also overlooked. Thus, the governing equation can 
be simply expressed as (Celia et al. 2015)

	﻿‍
@
�
�isi�

�

@t
+ r �

�
�iui

�
= Qi i = 1, 2 ,

‍�
(1)

where ‍�i‍ is the density of phase i (i = 1 and i = 2 for CO2 and brine, respectively); si is the saturation (volume of phase per volume of 
pores) of phase i; ϕ is the porosity; and Qi represents sources or sinks of mass in phase i. The volumetric fluxes are determined using the 
extended Darcy’s law:
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where K is the absolute permeability tensor of porous media; kri represents the relative permeability of fluid phase i; μi represents the 
dynamic viscosity of phase i; pi denotes fluid pressure of phase i; ‍g = (0, 0,�gconst)‍ denotes the gravity acceleration vector; and gconst is 
the value of local gravity acceleration.

To solve Eq. 1, a set of auxiliary equations needs to be added, i.e.,

	﻿‍ s1 + s2 = 1,‍� (3)

and

	﻿‍ pc = pn � pw,‍� (4)

where pc represents the capillary pressure, which is the difference between the two-phase pressures, and pn and pw represent the fluid 
pressures of the nonwetting and wetting phases, respectively. The nonwetting phase pressure always exceeds the wetting phase pressure 
to ensure that the capillary pressure is positive. For the CO2-brine system, the CO2-rich phase is the nonwetting phase.

There are two common analytical models for determining capillary pressures and relative permeability; these are the Brooks and Corey 
(1966) model and van Genuchten (1980) model, which define the functional relationship between capillary pressure and saturation. In this 
paper, we adopt the van Genuchten (v-G) model:
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where ‍si ‍ is the effective saturation of each phase; ‍sri‍ denotes the residual saturation of each phase; pec is the entry capillary pressure; ‍krsw‍ 
and ‍krsn‍ represent the relative permeability of the wetting and nonwetting phases, respectively; and mvG and lvG are constitutive 
constants.

In this paper, the effects of structural distortions and variations in temperature on the pore pressure distribution have been considered 
based on the thermoporoelastic theory. The volume source term in Eq. 1 has the following form (Coussy 2003; Li et al. 2016):

	﻿‍
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where b is the Biot coefficient; ‍"vol‍ is the volumetric strain of structure; T denotes the temperature; ‍̨ m = �
P

f̨isi + (1 � �)˛s‍ is the line 
thermal expansion coefficient of rock mass; ‍̨ s‍ and ‍̨ f ‍ denote the thermal expansion coefficient of solid and fluid phases, respectively; and 
‍qi‍ signifies external sources or sinks (e.g., injection or production wells).

Momentum Balance Laws. Assuming quasistatic conditions (neglecting the acceleration component), the equations governing 
momentum balance within the deformable media can be formulated as follows:

	﻿‍ r � � + �mg = 0,‍� (7)

where ‍� ‍ is the total stress tensor and ‍�m = �
P

�fisi +
�
1 � �

�
�s‍ denotes the saturated rock mass density. The principle of effective stress 

elucidates that the total stress borne by a rock mass is shared collectively by the rock skeleton and the pore fluid, where the Biot coefficient 
quantifies the proportion of total stress attributed to the fluid. Consequently, the total stress can be expressed in the following form:

	﻿‍ � = CW (" � "th � "pl) � bpI,‍� (8)

where C represents the stiffness matrix; ‍"‍ represents the total strain, assuming infinitesimal deformation, in the form of ‍" = 1
2

�
rs+

�
rs
�T�

‍; 
s denotes the displacement vector; ‍"th = ˛m(T � T0)I‍ denotes the thermal strain tensor; T denotes the current temperature, whereas T0 
signifies the initial temperature; I stands for the identity matrix; ‍"pl‍ denotes the plastic strain; and ‍p =

P
pisi‍ is the total average pore 

pressure.

Energy Balance Laws. Based on the local thermal equilibrium theory, the temperatures of the solid phase and all fluid phases are 
assumed to be equal, and only one energy conservation equation is needed to describe the system’s thermodynamic behavior. The energy 
conservation equation then has the following form, reformulated as temperature T (Lewis and Schrefler 1998; Nield and Bejan 2017):
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where ‍(�Cp)eff = �
P
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�
�sCp,s‍ denotes the equivalent volumetric heat capacity of rock mass; ‍Cp,s‍ and ‍Cp,fi‍ represent the 

isobaric heat capacity of solid and fluid phases, respectively; ui is the Darcy velocity of fluid phase i; ‍keff = �
P

kfisi +
�
1 � �

�
ks‍ is the 

effective thermal conductivity of rock mass; ‍ks‍ and ‍kfi‍ represent the thermal conductivity of solid and fluid phases, respectively; and Q 
denotes the external heat source or sink.

The thermophysical properties of CO2 are sensitive to temperature and pressure, and the three-phase point of CO2 (T = 31.1°C, P = 
7.37 MPa) can be readily reached under the reservoir environment, leading to the possibility of CO2 undergoing phase transition during 
transportation. Therefore, an accurate equation of state is needed for the coupled THM model. In this paper, the density of CO2 is deter-
mined by the Span-Wagner model (Span and Wagner 1996), which has been recognized as the benchmark model for evaluating CO2 
density. The Span-Wagner model directly provides information on the density and isobaric pressure heat capacity of CO2. The partial 
derivative properties—compression coefficient ‍�f =

�
1/�
� �
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numerically evaluated according to their definitions. Additionally, the transport properties of CO2 (i.e., dynamic viscosity and thermal 
conductivity are determined by the residual theory models (Huber et al. 2016; Laesecke and Muzny 2017).

The National Institute of Standards and Technology has published a “REFPROP” data set, accessible at “https://webbook.nist.gov/cgi/​
fluid.cgi?ID=C124389&Action=Page,” which contains the latest and most accurate thermophysical data for CO2. The thermophysical 
properties of CO2 calculated based on the aforementioned benchmark models can be retrieved from this data set. To ascertain the thermo-
physical properties of CO2, we import the REFPROP data set into COMSOL Multiphysics® and generate interpolated functions for its 
properties based on temperature and pressure, spanning a wide range of temperatures from 270 K to 500 K and pressures from 0.1 MPa 
to 100 MPa.

Constitutive Model of the Fault. In this work, we conduct a comprehensive elastoplastic failure analysis for the fault. For the sake 
of numerical stability, we adopt the Drucker-Prager yield criterion as an indicator for the occurrence of fault slip and nonreversible 
deformations. The Drucker-Prager yield criterion, similar to the Mohr-Coulomb criterion but numerically more stable (Nguyen et al. 
2019), utilizes a smooth approximation of the Mohr-Coulomb yield surface for continuum modeling of yielding in 3D scenarios (Zhao 
and Jha 2021). It is worth noting that the Drucker-Prager criterion is exclusively applied to the fault zones, whereas other regions’ rock 
masses are treated as isotropic and elastic. In this study, we have adopted an inscribed version of the Drucker-Prager criterion with the 
associated flow rule, and the corresponding yield function is as follows (Zhao and Jha 2021):

	﻿‍ F =
p
J2 + ˛I1 � !,‍� (10)

	﻿‍
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where J2 represents the second invariant of the deviatoric stress tensor; I1 denotes the first principal invariant of the stress tensor; and ‍̨ ‍ 
and ‍!‍ are related to the internal friction angle (ɵ) and cohesion (c). When F = 0, the material begins to experience plastic failure, the 
corresponding area of the fault is considered to be activated, and the increment of plastic strain can be calculated by ‍d"pl = d�

�
@F/@�

�
‍.

In addition to the criteria for determining fault activation, there are also various constitutive models for the permeability of faults. The 
geometric modeling of faults can be roughly divided into two types according to researchers’ handling of the fault zone. One type ignores 
the thickness of the fault, utilizing the cubic law to describe the permeability of the fault (Guglielmi et al. 2015; Cappa et al. 2018; 
Rutqvist et al. 2020). However, this approach makes it impossible to characterize the heterogeneity between the damaged area and the 
fault core (Shipton and Cowie 2003). The above two regions exhibit distinct HM properties (Faulkner et al. 2006; Guglielmi et al. 2008; 
Cappa 2009), causing the entire fault zone to act either as a barrier or as a high conductivity channel (Caine et al. 1996). Another type of 
fault permeability model considers the thickness of the fault for modeling and meshing. We note that these models can be related to poros-
ity and volumetric strain (Rutqvist et al. 2002; Cappa and Rutqvist 2011; Kanin et al. 2024). In this paper, we adopt the latter. The advan-
tage of this approach lies in its ability to naturally establish a consistent permeability connection across both the elastic and plastic 
deformation stages.

Overall, the permeability evolution pattern caused by fault activation is complex. On-site fault reactivation experiments and monitor-
ing results indicate significant differences in permeability before and after fault reactivation. Zappone et al. (2021) conducted an injection 
experiment at Mont Terri, and the results showed that estimated transmissivity increased by one order of magnitude with fault reactiva-
tion. Guglielmi et al. (2021) conducted field experiments on the tens-of-meter scale and found that “significant fluid leakage occurs along 
the initially low-permeability shale faults when faults are activated.” Their monitoring results displayed a sudden threshold phenomenon 
(i.e., the fault permeability underwent a sharp increase by two to five orders of magnitude after activation). Moreover, they pointed out 
that the expansion slips on the fault plane are unable to explain the observed leakage behavior. As the simple model based on volumetric 
strain cannot capture the step change in permeability caused by fault activation, we combine the work of Guglielmi et al. (2015), and a 
fixed enhancing factor is applied when rupture occurs. On this basis, we make minor modifications to the Chin et al. (1998) model. 
Subsequently, we use the following permeability model to characterize the activation behavior of faults:

	﻿‍

� = 1 � (1 � �0)e�"vol ,

k = k0
� �

�0

�n
before activation,

k = En � k0
� �

�0

�n
after activation,

‍�

(12)

where ‍�0‍ is the initial porosity; k0 is the initial permeability; ‍�‍ and k represent the current porosity and permeability, respectively; ‍"vol‍ 
represents the volumetric strain (including volumetric elastic strain and volumetric plastic strain); and En is the enhancing factor on fault 
permeability. Because the deformation of rock masses is usually small, we adopt another form for the relationship between porosity and 
volumetric strain, ‍� = 1 � (1 � �0)e�A�"vol‍, as proposed by Kanin et al. (2024), where A is an amplification factor to highlight the impact 
of structural deformation on the permeability field. Furthermore, we assume that the weak structures (like natural fractures) within the 
fault zone are randomly distributed so that the permeability tensor can be treated as isotropic.

Implementation Approach. For simulating CO2 storage in deep saline aquifers, the aforementioned governing equations (Eqs. 1 through 
12) have all been formulated and constructed within the COMSOL Multiphysics® platform. The software serves as a versatile numerical 
tool designed to solve partial differential equations. Individuals have the capability to formulate their custom partial differential equations 
and define their own constitutive relationships, such as different fault failure criteria and specialized fault permeability models. All 
equations are based on the finite element method for spatial discretization, thus avoiding the tedious process of transforming mesh and 
data information due to different discretization methods. Due to the integration of the governing equations within a unified platform, 
COMSOL supports the simultaneous solution of these equations to enable fully coupled simulations. Simultaneously, it also accommodates 
decoupling approaches, permitting flexible adjustment of the equation solution sequence to achieve diverse decoupling strategies. We 
compare various decoupling sequences, and one of the most robust solutions is shown in the flow chart in Fig. 1. Specifically, considering 
the contribution of the fluid flow to the energy equation in the form of thermal convection, we first calculate the seepage field. After 
calculating the seepage field, relevant variables such as fluid pressure, saturation, and velocity are updated to calculate the temperature 
field. The updated temperature and pore pressure information is then provided to calculate the thermal expansion and effective stress. 
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After solving the momentum balance equation, the porosity and permeability are updated, and the next iteration is carried out to solve 
the seepage field again. To tackle the above equation system, we adopt the Newton method while utilizing a fully implicit backward 
difference format for time discretization. Convergence of the iteration is deemed achieved when the difference in dependent variables 
between consecutive iteration steps diminishes below a specified tolerance level. Subsequently, we proceed to solve the next time interval, 
employing a tolerance threshold of 1×10-4. Our solver incorporates an adaptive timestepping method, which includes a predefined 
maximum iteration cap of 10 and a constraint on the maximum timestep size of 0.1 year (a).

Numerical Verification
The primary objective of this section is to verify the numerical model developed in this paper against two analytical models, demonstrat-
ing the robustness and precision of our numerical approach. Specifically, we aim to contrast our model against the Terzaghi consolidation 
model (Ferronato et al. 2010), serving as a benchmark for the HM coupling component, and the 1D nonisothermal thermal consolidation 
model (Bai 2005), validating the THM coupling aspect. Additionally, the isolated two-phase flow component of the numerical model has 
been validated through comparison with the Buckley-Leverett analytical model, referring to the example provided by COMSOL 
Multiphysics® v. 6.0 (2024).

Terzaghi Consolidation Model. The model domain is presented in Fig. 2a. The Terzaghi consolidation model targets saturated soil as its 
research subject, delineating the process of pore pressure gradually diminishing and the soil undergoing compaction under stress loading. 
The boundary conditions of the model are as follows: Regarding the displacement field, the lateral and bottom boundaries are configured 
as roller boundaries, preventing normal displacement, while the top boundary is subject to a stress condition; regarding the seepage field, 
the lateral and bottom boundaries exhibit impermeability, while the top boundary functions as a free-drainage boundary with no pressure 
head. The initial conditions and analytical solution are given by Ferronato et al. (2010):

	﻿‍

p(z, t = 0) =
bM

Ku + 4/3G
pL,

u(z, t = 0) =
1

Ku + 4/3G
pL(L � z),

‍�

(13)

Fig. 1—Flow chart of a robust decoupling sequence.
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where b is the Biot coefficient; ‍M = 1/
�
�cf +

�
b � �

�
cs
�
‍ is the Biot modulus; and cs and cf are the compressibility of solid and fluid, 

respectively. Other auxiliary variables are defined as ‍Ku = � + 2G/3 + b2M ‍, ‍Cm = 1/(� + 2G)‍, and ‍c = k/�/(1/M + b2Cm)‍, where λ and G 
are Lame constants. Fig. 3 presents a comparison between the numerical and analytical solutions for pore pressure and vertical displace-
ment at various time points and different depths. The comparison reveals a good agreement between the two, confirming the accuracy of 
our numerical model’s HM coupling part. The simulation parameters are listed in Table 1.

1D Nonisothermal Consolidation Model. The model schematic and boundary conditions are shown in Fig. 2b. Unlike the Terzaghi 
problem, the nonisothermal consolidation model describes the compaction process of soil under the concurrent influences of stress loading 
and heating. The analytical model assumes that, at the loading moment, there is insufficient time for soil deformation, leading to zero 
initial displacement and an initial pore pressure equivalent to the externally applied force. The boundary conditions for the seepage and 

Fig. 2—Schematic description of the model domain and its boundary conditions: (a)  Terzaghi consolidation model and 
(b) nonisothermal consolidation model.

Parameter Magnitude Description

L 15 m Model size

pL 1.0×104 Pa Magnitude of loading force

‍�‍ 0.375 Porosity of the soil

k 1,000 md Permeability

E 0.1 GPa Elastic modulus

b 1.0kg/m3 Biot coefficient

‍�‍ 1000 kg/m3 Density of the water

‍�‍ 1.0 mPa∙s Viscosity of the water

v 0.25 Poisson’s ratio of the soil

cf 4.4×10-10 Pa−1 Compressibility of the water

cs 1.0×10-11 Pa−1 Compressibility of the particle

Table 1—Parameters used for the Terzaghi model.
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displacement field in this problem are the same as those for the Terzaghi problem. Regarding the temperature field, the upper boundary 
is designated as a Dirichlet boundary with a prescribed temperature, while the remaining boundaries are configured as thermal insulation. 
Detailed formulations of the analytical solutions are outlined in the work by Bai (2005), and a similar verification work can be referred 
to by Shi et al. 2019 . Fig. 4 presents a comparison of both numerical and analytical solutions for vertical displacement, temperature, and 
pore pressure, across various times and locations. The findings suggest a high degree of alignment between the numerical and analytical 
results, affirming the dependability of the THM coupling element in our numerical model. The parameters utilized for the simulation are 
detailed in Table 2.

Fig. 4—Contrast between numerical and analytical solutions for the nonisothermal consolidation model: (a)  normalized pore 
pressure; (b) normalized temperature; and (c) normalized vertical displacement. Numerical solutions are depicted using dashed 
lines, while analytical solutions are shown with solid lines.

Parameter Magnitude Description

‍�w‍ 1000 kg/m3 Density of pore water

‍�s‍ 2600 kg/m3 Density of soil grains

‍̨ s‍ 1.5×10-5 K−1 Coefficient of thermal expansion for soil grains

‍̨ f ‍ 2.0×10-4 K−1 Coefficient of thermal expansion for pore water

cw 4200 J/kg/K Specific heat capacity of pore water

cs 800 J/kg/K Specific heat capacity of soil grains

‍�‍ 0.4 Porosity of the soil

b 1.0 Biot consolidation coefficient

K 2.07×10-9 m/s Hydraulic conductivity coefficient

E 6.0×105 Pa Elastic modulus of the soil

v 0.3 Poisson’s ratio of the soil

keff 0.5 W/m/K Effective thermal conductivity

pL 100 kPa Magnitude of applied load pressure

p0 100 kPa Initial pore pressure

T0 10°C Initial temperature

T 60°C Externally applied temperature

h 1.0 m Dimension of the model

Table 2—Parameters used in the nonisothermal thermal consolidation model.

Fig. 3—Contrast between analytical and numerical results for the Terzaghi problem: (a) vertical displacement and (b) pore pressure. 
Solid lines represent the analytical solutions, and scatter points represent the numerical solutions.

D
ow

nloaded from
 http://onepetro.org/SJ/article-pdf/doi/10.2118/225428-PA/4610258/spe-225428-pa.pdf by C

hina U
niversity of G

eoscience user on 18 M
arch 2025



2025 SPE Journal8

Application in 3D Fault Activation Model
The present section outlines the outcomes of simulating CO2 injection into the targeted aquifer intersected by fault. A 3D model of a 
multilayered geological formation has been developed. Our primary focus is on the evolution of unintended mechanical phenomena, 
namely, the plastic failure of the fault, the drastic change of the fault permeability, and the migration pattern of CO2.

Fig. 5 shows a schematic diagram of the model with dimensions of 3000×3000×2500 m, aligned along the x, y, and z directions, 
respectively. The brown area represents two caprocks, while the blue area represents the reservoirs. Initially, the saturation of CO2 is zero, 
and the pore pressure adheres to hydrostatic equilibrium. The geothermal gradient is 25°C/km with a ground temperature of 10°C, and the 
reservoir environment is conducive to keeping CO2 in a supercritical state. Regarding boundary conditions, for the seepage field, the 
ground (top boundary) is an outflow boundary where the pressure is maintained at an atmospheric level, and the remaining boundaries are 
impermeable. For the displacement field, the top boundary is a free surface to move. Stress boundary conditions have been imposed on 
the lateral borders to simulate horizontal ground stress. It is assumed that the magnitude of stress varies linearly with the depth of the 
formation. Specifically, on the boundary at x = 3000  m, a horizontal load ‍Fx = 2250[kg/m3] � gconst � (2500 � z) � 0.7‍ is applied. 
Correspondingly, on the boundary at y = 3000  m, the horizontal load changes to ‍Fy = 2250[kg/m

3] � gconst � (2500 � z) � 0.6‍. The 
remaining boundaries are roller boundaries. The temperature field features thermal insulation, with a line heat source situated at the per-
forated section:

Fig. 5—Schematic diagram and grid division diagram of the 3D model, along with a simplified geometric design, based on the work 
of Luu et al. (2022) in the Illinois Basin. The model size is 3000×3000×2500 m. The brown area represents two caprocks, while the 
blue area represents the reservoirs, with a generic set of vertical faults included. Two transparent sections are marked for detailed 
observation.

	﻿‍ Ql = CpCO2 � MI � (Tinj � T),‍� (15)

where Ql represents the line heat source intensity; ‍CpCO2‍ is the isobaric heat capacity of CO2; MI represents the mass flow rate per unit 
length, defined as ‍MI = Minj/Linj‍; ‍Minj‍ is the total injection rate; Linj is the length of the perforated section at the wellbore; ‍Tinj‍ denotes the 
injected fluid’s temperature; and T represents the ambient temperature at the perforated section. Table 3 outlines the parameters used for 
this model. The system we simulate here is a vertical well, with a perforated section totaling 50 m in length, located within a depth from 
2250 m to 2300 m. Note that we do not conduct a 3D structure of the wellbore, as the wellbore diameter is significantly smaller compared 
with the overall field size. A 3D geometric modeling of the wellbore structure would result in poor mesh quality, so we opt to use a line 
heat source as a substitute, implemented through the well interface built in COMSOL Multiphysics®.
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Parameter Value Description

Common parameters of rock mass E 20 GPa Elastic modulus

v 0.25 Poisson’s ratio

b 1.0 Biot coefficient

‍�s‍ 2400 kg/m3 Density of solid matrix

cs 850 J/kg/K Specific heat capacity of solid matrix

ks 3.0 W/m/K Thermal conductivity of solid matrix

‍̨ m‍ 2.0×10-5 K−1 Thermal expansion coefficient of rock

En 1.0×103 (Guglielmi et al. 2015) Enhancing factor on fault permeability

A 10 (Kanin et al. 2024) Amplify factor on volumetric strain

n 10 (Yehya et al. 2018) Index required for permeability model

c 0.5 MPa Cohesion

‍�‍ 30° Internal friction angle

Parameters of brine ‍�w‍ 1050 kg/m3 Density of brine

‍�w‍ 1.0 mPa∙s Dynamic viscosity of brine

‍�w‍ 4.4×10-10 Pa−1 Compressibility of brine

kw 0.6 W/m/K Thermal conductivity of brine

cw 4200 J/kg/K Specific heat capacity of brine

Parameters of CO2 Minj 100 kg/s Injection rate of CO2

Tinj 10°C Temperature of injected CO2

Capillary pressure parameters pec 200 kPa (Class et al. 2009) Entry capillary pressure

mvG 0.5 Constitutive constant of the v-G model

lvG 0.5 Constitutive constant of the v-G model

srw 0.2 Residual saturation of brine

srn 0 Residual saturation of CO2

Heterogeneity parameters of strata Reservoirs
‍� = 0.2 k = 1.0 � 10�13 m2

‍
Porosity and permeability of reservoirs

Caprocks
‍� = 0.01 k = 1.0 � 10�20 m2

‍
Porosity and permeability of caprocks

Upper aquifer
‍� = 0.1 k = 1.0 � 10�15 m2

‍
Porosity and permeability of the upper aquifer

Fault
‍� = 0.1 k = 1.0 � 10�17 m2

‍
Initial porosity and permeability of the fault

Table 3—Parameters of the 3D fault activation model.

Fig. 6 illustrates the entire trajectory of CO2 plume transportation, elucidating how the dispersal scope of these plumes progressively 
expands over time. It is observed that CO2 migrates upward along the fault gradually. However, the faults initially possessed extremely 
low permeability, theoretically impeding the upward flow of CO2 plumes along them. The occurrence of CO2 seepage along the fault 
implies a transition from its original low-permeability state to a permeable one, indicating fault activation. Notably, our model posits the 
lateral boundaries of the seepage field as impermeable, leading to the accumulation of pore pressure. Consequently, faults embedded 
within the reservoir gradually reactivate, enabling CO2 to migrate along these fault pathways and permeate into the overlying aquifer. This 
will be further confirmed by the subsequent evolution of fault permeability and pore pressure within the faults. Additionally, we observe 
that CO2 gradually accumulates at the interface between the reservoir and caprock, forming areas with high volume fractions.

Fig. 7 provides a comprehensive visualization of the progressive failure mechanism of the faults. In the initial stage, the faults maintain 
an elastic state characterized by the absence of plastic strain. However, as fluid injection is introduced into the fault system, the stress state 
begins to shift dramatically. The injected fluid alters the pressure and stress distribution within the fault zones, causing the stress levels to 
gradually exceed the material’s yield limit. This critical point (cf. Fig. 7, t = 0.6 a) marks the onset of plastic deformation and failure 
process. The failure areas, initially confined to localized regions, gradually propagate and extend to encompass all fault zones. This expan-
sion of failure zones reflects the progressive weakening and eventual loss of integrity within the fault structure. The significant differential 
distribution observed in Fig. 7 indicates that different regions of the fault zone experience varying degrees of plastic deformation, high-
lighting the heterogeneity of the fault’s response to stress and fluid injection.

Fig. 8 shows the development process of fault permeability. Initially, the fault is not activated and thus maintains a low permeability. 
As pore pressure gradually accumulates, the material undergoes failure and the corresponding points are activated. Due to the discontin-
uous permeability constitutive model that we adopted, the permeability in these corresponding zones will experience a jump after fault 
activation, resulting in a significant permeability perturbation between the activated and inactive areas. Over time, the original low-
permeability faults have developed into high-permeability channels. At the same time, a positive correlation with plastic strain can also 
be observed, and the more obvious the damage, the higher the permeability in these areas.

Fig. 9 shows the evolution process of the temperature field. In this 3D case study, we have adopted a commercial injection rate of 
100 kg/s, approximately 3.15 Mt/yr. This rate is strategically chosen based on a comparison of existing commercial-scale CO2 storage 
projects worldwide. For instance, StatoilHydro has been pioneering the capture and sequestration of CO2 since 1996, extracting 1 Mt 
CO2/yr from “a natural gas platform in the Sleipner Field (North Sea),” and subsequently injecting it into a sandstone reservoir (Schrag 
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2009). In addition, Norwegian authorities have advocated for the establishment of two gas-fired power stations equipped with full-scale 
CCS technologies at Kårstø and Mongstad, capable of producing 1.1 Mt and 2.2 Mt CO2/yr, respectively (Eigestad et al. 2009). Our 
selected injection rate of 3.15 Mt/yr aligns with these industry benchmarks, ensuring that our simulations remain grounded in practical, 
commercially viable considerations. Fig.  9 reveals the gradual expansion of the low-temperature area over time. Notably, the low-
temperature zone is concentrated near the injection well without contacting the faults, extending approximately 400 m under the commer-
cial injection rate. Reports by Vilarrasa et al. (2014) align with this observation, indicating a cooling region of up to a few hundred meters 

Fig. 6—Transport process of CO2 plume along activated faults. The faults are marked in gray.

Fig. 7—Plastic failure process of faults and the depth of color indicate the magnitude of plastic strain.
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after decades of megatonne-scale CO2 injection. Overall, the expansion range of the low-temperature zone is relatively limited, contrast-
ing significantly with the vast escape range (Fig. 6). We know that the cooling effect can reduce rock’s effective stress and potentially 

Fig. 8—Evolution process of fault permeability.

Fig. 9—Evolution of the temperature field.
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induce seismic activity. This limited cooling effect, which is advantageous for CO2 sequestration, will have no direct impact on faults, 
provided they are not near the injector. This unique temperature field pattern during CO2 sequestration in saline aquifers contributes to the 
long-term safety of CCS.

Fig. 10 shows the evolution process of the pore pressure field on two different cross sections. Cross Section 1 passes through two 
faults. Because the injection well is located in the lowest reservoir, it can be seen that the increase in pore pressure at the lowest reservoir 
is the most significant. Subsequently, through activated faults, the pore pressure gradually spreads to the middle reservoir and finally to 
the overlying aquifer. Two obvious pressure propagation fronts can be seen at the junction of faults and caprocks. Meanwhile, because of 
the extremely low permeability of the caprock, it is hard for fluids to penetrate it, and the fluid pressure inside the caprock almost main-
tains the initial pore pressure distribution, which is not significantly increased compared with the surrounding reservoir area. The pattern 
of Cross Section 2 is similar to that of Cross Section 1. Because Cross Section 2 only intersects with one fault, and only one pressure front 
edge is shown on the pressure map, the location of the faults can be clearly determined based on the position of the pressure front.

Fig. 10—Snapshots of pore pressure field for Cross Section 1 (upper) and Cross Section 2 (lower). The position of the sections can 
be identified in Fig. 5. The pressure front formed by fluid intrusion into the upper aquifer can be clearly reflected in the pressure 
map.

Fig. 11 shows the distribution of volumetric strain on two different cross sections. In the early stage of fluid injection, the fault has not 
yet been activated, and the volumetric strain within the fault has not yet developed. Due to the thermal effect, there is just a significant 
negative volumetric strain around the injection well, and the negative volumetric strain zone continues to expand over time. As pore 
pressure gradually increases, faults begin to experience plastic failure, leading to significant plastic deformation, with a strain amplitude 
significantly higher than that of the surrounding area. The strain distribution map clearly shows the positions of the activated faults.

The aforementioned pattern arises from closed boundaries, where lateral boundaries are set as impermeable, constituting a prerequisite 
for establishing a pressure-contained environment within the system. In this scenario, we have observed both the gradual failure of faults 
and significant CO2 leakage along them (cf. Figs. 6 and 8). This evolutionary pattern presents a conservative assessment, particularly 
revealing the ultimate fate and leakage pathway of CO2 in the worst-case scenario. A real-world example of implementing an imperme-
able or symmetrical boundary (mathematically equivalent) is the CO2 sequestration project in the Snøvhit field, where a symmetrical fault 
structure contributed to a discernible ground uplift from the injected CO2 (Hansen et al. 2013; Rinaldi et al. 2015; Meguerdijian and Jha 
2021). However, due to the inherent uncertainty of geological formations, it is acknowledged that not all strata have such symmetrical 
geometry and boundary conditions. Consequently, we believe that it is necessary to expand the simulation work to a more general situa-
tion. Herein, we compare the results of closed boundaries with those of more general open boundaries, where hydrostatic pressure condi-
tions are applied to the lateral boundaries of the model domain. Fig.  12 depicts the temporal evolution of CO2 plumes under open 
boundary conditions, highlighting a stark contrast in the migration patterns compared with those observed in Fig. 6. Notably, in this 
scenario, the fault remains dormant, preventing the upward leakage of CO2 along it. In contrast, the CO2 plume adeptly bypasses the low-
permeability faults it encounters. Consequently, the CO2 flows unimpeded in the horizontal direction, directly exiting the model domain 
through lateral boundaries, resulting in a significant accumulation of CO2 beneath the overlying caprock. The growth pattern of pore 
pressure in Fig. 13 further reveals the underlying reasons.

Fig. 13 illustrates the incremental pattern of pore pressure under the open boundary. It shows that the increase in pore pressure is mar-
ginal within the bottom reservoir. At t = 2 a, the increment in pore pressures around the injection well reaches approximately 1.0 MPa at 
an industrial-scale injection rate (i.e., 3.15 Mt CO2/yr). Two noteworthy trends are observed: First, the overall pore pressure field 
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dissipates over time; second, the pore pressure increase becomes increasingly limited as the distance from the injection well increases, 
with only about 0.2–0.5 MPa transmitted to the faults at t = 10 a. As long as the fault is not adjacent to the injection well, the stress state 
of the fault evaluated under the open boundary is relatively safe. The pressure front within the faults is barely discernible under the open 
boundary, starkly contrasting with the significant pressure intrusion depicted in Fig. 10.

Herein, we introduce a dimensionless pressure to quantify changes in pore pressure; the dimensionless reservoir pressure perturbation 
is defined as (Zhao and Jha 2022)

	﻿‍
�prd =

ˇ̌
ˇ̌ pres
pres,0

� 1
ˇ̌
ˇ̌ ,

‍�
(16)

where ‍pres‍ is the average reservoir pressure defined as ‍pres =
´
pdV/Vres‍; ‍Vres‍ is the volume of the target reservoir; and ‍pres,0‍ represents 

the initial reservoir pressure before disturbed.
Fig. 14a depicts the bottomhole pressure curves under two distinct boundary conditions. At the initial injection moment, there is an 

instantaneous surge in the wellbore pressure in both cases. However, under the closed boundary, the pore pressure at the wellbore 

Fig. 11—Snapshots of volumetric strain at various times for (a) Cross Section 1 and (b) Cross Section 2. Due to plastic deformation, 
the volumetric strain within the faults is significantly higher than the surrounding area.

Fig. 12—Development of CO2 plumes over time under open boundary conditions.
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continues to escalate, reaching almost 10 MPa after 10 years, creating unfavorable conditions for fault activation. In contrast, the pore 
pressure rapidly stabilizes under the open boundary, with an increase of merely 1–2 MPa, indicating a safer storage environment. 
Furthermore, Fig. 14b illustrates the reservoir pressure perturbations under two scenarios, offering a more precise quantification of their 
respective cumulative pressure effects. Specifically, under the closed boundary condition, the reservoir’s average pressure undergoes a 
marked escalation, soaring to 39% after long-term industrial-scale injection. Conversely, under the open boundary condition, the reservoir 
pressure perturbation experiences a mere 0.6% increase, implying that the limited increase in pore pressure is insufficient to trigger fault 
slippage. This stark contrast underscores the paramount importance of boundary conditions in assessing the stress state of faults, which 
in turn influences the prediction of CO2 plume migration directions. Consequently, it necessitates a thorough exploration of the distribu-
tion of underground low-permeability structures, aiming to clarify their extent as precisely as possible and ascertain whether effective 
fluid trapping zones can be formed in the fully 3D site model, which greatly helps us enhance the predictive ability of CCS activities.

Fig. 14—Quantification of bottomhole pressure and average reservoir pressure: (a)  bottomhole pressure curves under two 
boundary conditions and (b) dimensionless reservoir pressure disturbance under two boundary conditions.

Discussion
The total degree of freedom of the above 3D model is 629,832. It is convenient to tackle such large-scale and highly nonlinear problems 
using the fully coupled scheme in COMSOL. We run this model on a workstation equipped with an Intel® Xeon® Gold 6240 R CPU @ 
2.40 GHz (X2), with a cost of about 3,890 minutes to complete. However, fully coupled algorithms are still expensive when dealing with 
large-scale and strongly nonlinear multiphysics problems (Settari and Mounts 1998; Mikelić and Wheeler 2013; Kim et al. 2013). We 
attempt to find a robust and efficient decoupling strategy to tackle such multiphase, nonisothermal, and strongly nonlinear THM problems, 
particularly those involving fault activation and accompanied by step changes in material properties. When dealing with the three physical 
fields involved—seepage, heat transfer, and solid deformation—a total of ‍A

2
3 = 6‍ types of solving sequences can be combined on a field-

by-field basis, and we explore the six decoupling strategies exhaustively. Given that all fields in this model are constructed on a unified 
platform, a significant advantage is our capability to flexibly adjust the solving sequence of the physical fields within COMSOL, enabling 
us to test the stability and convergence rates of the various decoupling strategies.

When utilizing a decoupling algorithm to solve multifield equations in COMSOL, two convergence plots can be obtained. One is the 
segregated convergence plot, which is Fig. 15 provided here, illustrating the relative error evolution of individual fields during the com-
putation. The other is the total convergence plot, evaluating the overall performance of the decoupling strategy and depicting the history 
of stepsize over time. In Fig. 15, the display order of field variables in the legend corresponds to the decoupling order. Specifically, in 
Fig. 16a, the legend sequence is organized according to pressure, temperature, and displacement, indicating that the pressure field is 
solved first, followed by the temperature field, and finally the displacement field. The same logic applies to other legends.

Fig. 13—Increment of pore pressure under open boundary conditions.
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In Fig. 15, the ordinate represents the relative error, while the abscissa indicates the total number of iterations required to complete the 
entire simulation calculations [i.e., the cumulative number of Newton iterations performed from the initial time (t = 0) up to the current 
moment]. Fig. 15 implies that a smaller value on the abscissa indicates a faster completion of the solution. For instance, in the pressure→-
temperature→displacement (P-T-D) sequence (Fig. 15a), to complete a 10-year simulation, the solver recorded a total of approximately 
280 iterations. In contrast, under the D-P-T sequence (Fig. 15f), the same simulation required around 700 iterations, clearly indicating the 
differences in efficiency between different decoupling sequences. Table 4 further provides the physical completion time of model solving 
under different sequences.

Solution Strategy Fully Coupling
P-T-D 

Sequence
P-D-T 

Sequence
T-P-D 

Sequence
T-D-P 

Sequence
D-T-P 

Sequence
D-P-T 

Sequence

Total time 
consumption

2 days 
16 hours 

50 minutes

1 hours 
51 minutes

2 hours 
30 minutes

2 hours 
38 minutes

2 hours 
56 minutes

2 hours 
51 minutes

3 hours 
11 minutes

Table 4—Completion time of the numerical model solving under different solution strategies.

On the other hand, the patterns depicted in Fig. 15 reveal pronounced stability disparities arising from distinct decoupling sequences. 
Taking the P-T-D sequence (Fig. 15a) as an example, after approximately 50 total iterations, the subsequent convergence curves follow a 
monotonically decreasing trend. In contrast, the P-D-T sequence (Fig. 15b) requires approximately 150 iterations before the numerical 
system stabilizes. Our numerical models all exhibit a certain degree of error oscillations at the initial running stage under various decou-
pling sequences. Differently, under some preferred sequences (as illustrated in Figs. 15a and 15b), these initial oscillations tend to stabi-
lize and gradually diminish as the solution progresses. Conversely, under less favorable sequences (as shown in Figs. 15c–15f), these error 
oscillations not only fail to diminish but may even intensify as the solution continues.

Fig. 15—Relative error curves of individual fields under different decoupling (segregated) strategies. The display order of field 
variables in the legend corresponds to the decoupling order.
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Notably, the curves following the solution sequences of P-T-D field and P-D-T field exhibit the weakest error oscillations, as illustrated 
in Figs. 15a and 15b, respectively. Among these two, the stability of the P-T-D sequence emerges as the superior choice. In terms of the 
above two sequences’ stability disparities, a qualitative reason is given from the perspective of the equations. We believe that, for coupled 
THM problems, although all three fields are strongly coupled (meaning that underlying physical interactions such as heat transfer, seep-
age, and solid deformation occur simultaneously), the priority of effects among fields may not be the same. Starting to solve for the dis-
placement field before determining the temperature field potentially introduces inaccuracy. Considering the explicitly included term for 
thermal stress in Eq. 8, this sequence may lead to cumulative errors in thermal stress calculations, resulting in stronger oscillations in 
Fig. 15b compared with Fig. 15a. In contrast, the strain energy released by structural deformation is ignored, it can be considered that 
structural deformation does not directly affect the temperature field, and correspondingly, the energy Eq. 9 does not explicitly incorporate 
terms related to structural displacement. Overall, the degree of direct influence between the displacement field and the temperature field 
is different. Furthermore, Figs. 15c–15f illustrate the remaining four decoupling schemes, revealing that their stability is significantly 
compromised, suggesting ineffective decoupling strategies.

Another intriguing phenomenon is that when the pressure field is solved first, there is a pronounced transient surge resulting from the 
sudden disturbance of the injected fluid on the initial hydrostatic pressure field (cf. Figs. 15a and 15b). This surge can readily lead to 
stability issues at the initial time, causing the equation system to collapse immediately upon solving. By solving other fields (such as 
temperature or displacement) first, the initial stability problems can be effectively mitigated (cf. Figs. 15c–15f). However, this approach 
may contradict the underlying physical mechanisms of these field equations, potentially inducing worse stability issues. To overcome the 
initial stability problems induced by solving the pressure field first, here we employ a piecewise function for setting the injection flow rate 
(i.e., ‍Minj

�
t
�
= 1�sgn

�
t�a

�
2

�
Mmax/a � t

�
+ 1�sgn

�
t�a

�
2 Mmax‍). Specifically, the maximum injection rate (Mmax = 100 kg/s) is achieved after 

a = 0.5 days, providing a short transitional period for the entire physical system to start, thus avoiding a step change from 0 to 1.
Fig. 16 presents the total convergence plots of various decoupling strategies, depicting the history of stepsize over time. The vertical 

axis represents the reciprocal of the stepsize, and the horizontal axis denotes the cumulative number of timesteps taken to complete the 
10-year simulation journey. Fig. 16 reflects the temporal oscillation effect of various decoupling strategies. An ideal convergence curve 
should exhibit a monotonically decreasing trend over time, implying that the reciprocal of the stepsize decreases monotonically, meaning 
the stepsize itself increases monotonically. As the computation progresses, the adaptive timestepping method can employ wider stepsizes, 

Fig. 16—Historical curves of step size under various decoupling (segregated) sequences, with P-T-D denoting a sequence where 
the pressure, temperature, and displacement fields are solved successively. Other legends follow similarly.
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corresponding to higher computational efficiency. If the adaptive timestepping method constantly adjusts the stepsize up and down, it will 
waste more time finding solutions and also reflect insufficient numerical stability.

Comparing the oscillation amplitudes of different decoupling strategies depicted in Fig. 16, the P-T-D sequence (cf. Fig. 16a) stands 
out with significantly weaker temporal oscillation effects, characterized by a nearly monotonically decreasing curve. In contrast, under 
other sequences, the solver needs to continuously adjust the stepsize to obtain solutions when crossing time intervals, indicating a 
greater difficulty in finding the true solution and reflecting inadequate stability. Overall, the P-T-D decoupling sequence yields the most 
robust convergence curve and demonstrates the fastest convergence speed among all strategies. For instance, the P-T-D strategy com-
pletes the 10-year simulation journey in just about 170 steps, whereas the D-P-T strategy requires 350 steps to finish the same journey. 
Moreover, these graphs reveal a notable feature: Scenarios exhibiting significant oscillations (cf. Figs. 16d–16f) share a commonality. 
Specifically, the displacement field is solved before the pressure field. In contrast, the amplitudes for the other three groups are notably 
weaker.

Given that structural deformation is significantly constrained by pore pressure, attempting to solve for the displacement field first, 
without obtaining a more precise pressure solution, can lead to the accumulation of errors in effective stress. Furthermore, the cumulative 
errors in displacement can compromise the judgments regarding fault activation states, which in turn correspond to vastly different per-
meability properties, eliciting instability within the seepage field and contributing to the observed significant oscillations. Initiating dis-
placement calculations without an accurate pressure solution inherently relies on pressure approximations, potentially overlooking 
complex pressure-deformation couplings. We believe the sequence of pressure-to-displacement, as opposed to displacement-to-pressure, 
is preferred because it better aligns with the fundamental physics governing the problem. By first solving for the pressure field, this 
approach ensures that the displacement field is based on an accurate representation of the pressure-induced stress state, minimizing error 
accumulation and improving the overall accuracy and stability of the simulation.

It should be pointed out that although the P-T-D sequence mentioned above is relatively robust and efficient compared with the other 
five sequences, this does not necessarily imply it is the sole feasible solution for solving such nonlinear multiphase and multifield coupling 
challenges. In fact, upon further examining the error magnitude of the P-T-D sequence depicted in Fig. 15a, we discover the error order 
in terms of pressure and displacement can reach 0–1 within the first approximately 50 iterations. Such a relative error may be considered 
too large.

In our previous comparison of the convergence behavior under different sequences, we speculate that the priority of influence between 
fields may vary. However, quantifying one field’s priority or influence degree on another is not straightforward. When the relative influ-
ence degree between fields is unclear and difficult to assess, a prudent approach is to bundle and solve for the fields with significant 
impacts together, such as the pressure and displacement fields, which exhibit greater influence in our model. Consequently, we conduct 
an additional comparison of the model’s convergence behavior under a PD-T sequence. Indeed, existing research has shown a strong 
coupling relationship between the pressure and displacement fields (Cui and Wong 2022).

Fig. 17 illustrates the convergence behavior of the model under the PD-T sequence. We observe that, when the displacement and pres-
sure fields are solved simultaneously, their relative errors range from −2 to −4, with a significant reduction during the model’s initial 
iterations (vs. Fig. 15a). This difference in the PD-T and P-T-D sequences reflects a strong coupling relationship between the displacement 
and pressure fields, implying potential inaccuracies in decoupling methods. Consequently, further verification of the reliability of the 
P-T-D sequence is required.

Fig. 17—Convergence performance of the numerical model under PD-T sequence: (a) the relative error curves and (b) historical 
curves of step size.

One of the most straightforward methods to verify accuracy is by comparing the results obtained from two sequences. Fig. 18 contrasts 
the outcomes of the field variables across various spatial points for the P-T-D and PD-T sequences, revealing a close agreement between 
them. This confirms that the P-T-D decoupling method does not significantly introduce errors. Meanwhile, when comparing the compu-
tational efficiency, the PD-T sequence does not exhibit more advantages. Although Fig. 17a indicates a reduction in the total iterations 
required for the PD-T scheme (vs. Fig. 15a), given the degree of nonlinearity in the model (which encompasses the nonlinearity of cap-
illary pressure, material properties, and plastic deformation), a rigorous approach is adopted to ensure model convergence. Specifically, 
the Jacobian matrix is updated in each iteration. Despite the PD-T sequence having fewer iterations, each iteration requires a longer 
duration due to the need to update a larger Jacobian matrix. Consequently, these iterations are not comparable to those in the P-T-D 
sequence in terms of time consumption. Specifically, the PD-T scheme takes 12 hours 45 minutes to complete the transient simulation, 
while the P-T-D scheme only takes 1  hour 51  minutes. In summary, the P-T-D (employing a pressure→temperature→displacement 
sequence) iterative coupling scheme, while exhibiting superior stability and enhancing solving efficiency, also guarantees the accuracy of 
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the solution. Therefore, in the context of tackling such large-scale and strongly nonlinear THM problems, it provides a valuable reference 
for selecting a decoupling strategy.

Conclusions
The diffusion of fluid pressure along faults is considered one of the main mechanisms that induce geomechanical instability of faults. In 
this study, we establish an integrated multiphase THM model on COMSOL Multiphysics® that incorporates fault activation to estimate 
the long-term safety of CO2 sequestration in deep saline aquifers. We have analyzed the elastoplastic failure behavior of faults and the 
significant changes in permeability that arise from their activation. Notably, the permeability distribution within the fault zone after acti-
vation becomes highly heterogeneous, exhibiting a strong dependence on plastic damage. Additionally, the increased permeability trig-
gered by fault activation under closed boundary conditions significantly compromises the integrity of the caprock, providing an effective 
pathway for the upward migration and escape of CO2.

Subsequently, we compare the development patterns of CO2 plumes under closed boundary conditions and more general open bound-
ary conditions, yielding starkly contrasting conclusions. Under closed boundaries, the average pressure disturbance in the reservoir 
reaches 39%, whereas it is merely 0.6% under open boundaries during a decades-long, megatonne-scale continuous injection. The closed 
boundary scenario points to a terrible assessment, suggesting that fault activation and CO2 leakage are merely a matter of time due to the 
presence of a stable pressure-accumulation environment. In contrast, under open boundaries, the lateral migration of CO2 is unobstructed, 
enabling it to bypass low-permeability faults rather than migrating upwards along them or contributing to fault activation through pressure 
buildup. Correspondingly, the long-term fate of CO2 in an open boundary environment is much safer. The above phenomena underscore 
the necessity to delve into whether effective fluid-trapping zones can be formed in the vicinity of the faults, particularly within the context 
of a fully 3D real geological model where simplistic 2D axisymmetric presumptions may obscure the boundaries that allow fluid to flow 
out.

Furthermore, to efficiently tackle this large-scale, multiphase, and nonlinear THM problem, we focus on optimizing decoupling strat-
egies. Six decoupling strategies are compared, and the test results reveal that the sequence in which the fields are solved significantly 
impacts the stability and convergence rate of the numerical model. Specifically, the sequence of first solving the seepage field, followed 
by the temperature field, and finally the displacement field, yields the best stability and convergence. Additionally, the accuracy of this 
decoupling sequence has been validated by comparing different decoupling schemes, confirming its value as a recommendation in 
addressing such THM problems. The varying convergence behaviors may stem from the differing priorities of influence among the field 
equations, while a more thorough mathematical analysis is awaited to conclusively determine this.

Fig. 18—Comparison of results between the P-T-D and PD-T coupled solutions: (a)  temperature, (b) pore pressure, (c) plastic 
strain, and (d) volume fraction. The numbers in parentheses indicate the coordinates of points. The solid lines depict the P-T-D 
sequence, while the dashed lines depict the PD-T sequence.
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